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1. AR_Reqt_1150: Alerting in DDI Analytics
1.1. Priority

High, except for one part identified as medium priority.
1.2. User Story

As an administrator, I need to be able to configure alerts in the DDI Analytics GUI such that when certain conditions are met alerts will be sent so that I will be informed of these important events and can take corrective action.
1.3. Feature Description

Elasticsearch Alerting (https://www.elastic.co/what-is/elasticsearch-alerting) may possibly be used to implement this alerting feature. For requirements AR_Reqt_1200, AR_Reqt_1300, AR_Reqt_1400, and AR_Reqt_1410 below (on detecting DNS tunnels and various types of attacks) and future similar requirements, users shall be able to configure one or more alerts that will be sent when certain conditions are detected. The alert(s) configured for each of these requirements shall be independent of the alert(s) configured for other requirements. (In other words, if, for example, an email alert is configured for one requirement, then other requirements must not also have to have an email alert.)
Configuration of the following alerts shall be possible when certain conditions are detected:

1. Alert sent to syslog on the DDI Analytics Appliance (default).
2. Alert sent to a specified email address (or, ideally, multiple email addresses). This item will likely require the use of an SMTP mail server.
3. Alert sent to the “Alert/Warning Messages” widget in the <Product Name> Dashboard in the Enterprise Server (ES). This item is medium priority. Also, this needs to be done securely so that bogus messages cannot be sent to the ES. As discussed during a review of Draft 0.2 of these requirements with <Development Manager> and others on August 11, 2016, a secure RESTful API may possibly be used here.
Note that sending SNMP traps was considered here (since they are highly desirable) but were deliberately excluded to reduce work.
If it is supported in the software (such as in Elasticsearch Alerting) used to implement this requirement, DDI Analytics should allow a user to configure the maximum number of alerts sent per time period in order to reduce the number of redundant alerts. An appropriate default, such as a maximum of one alert per 5 minutes, should be used.
    .
    .
    .
2. AR_Reqt_1300: Detect DNS DDoS Attacks

2.1. Priority

High

2.2. User Story

As an administrator, I want a feature that will detect DNS DDoS attacks and warn me when they occur so that I can mitigate these attacks.
2.3. Feature Description

DDI Analytics shall detect a DDoS (or DoS) attack by detecting an abnormally large number of DNS Queries Per Second (QPS) over a time period on a DNS server. The QPS threshold value and duration shall be configurable. Also, DDI Analytics shall support having one QPS value that applies to all DNS servers but shall allow users to override it for one or more specific servers. (Note that consideration was given to possibly having a default QPS value per <Product Name> Appliance model, but plans are not to support that.) The default value for the QPS threshold that will trigger an alert shall be 1,000, and the default duration shall be 10 minutes. (Note that the default QPS value was agreed to during a review of this document on August 11, 2016,) The supported ranges shall include a QPS value of 1 to at least 9,999,999 and a duration of 5 to 600 minutes. User documentation shall recommend that users change the default QPS value to one based on the normal load on their DNS servers.
Users shall configure alerts associated with DDoS attack detection as per requirement AR_Reqt_1150 above on “Alerting in DDI Analytics.”  Information in alerts (such as log and email messages) shall include the affected DNS server, observed QPS value, and threshold values currently in use.
Documentation and email alerts shall include the following information to help users respond to an attack:
Users may want to view dashboard displays such as on DNS Top Clients, DNS Top Requested Domain Names, and DNS Top Requested Record Types [which are described in requirements below] to investigate the origin and type of queries in a DDoS attack. Also, to mitigate an attack, users may want to do one of the following:

· Configure Response Rate Limiting. (RRL is intended for authoritative DNS servers.)
· Configure the DNS options of fetches-per-server or fetches-per-zone. (These options are for caching DNS servers.)
· Configure a Response Policy Zone (RPZ) rule.
· Configure the DNS blackhole option.
· Configure a firewall in front of a DNS server to block or limit queries reaching the DNS server.
With the default DDI Analytics configuration for this feature (which may require some manual steps), this attack detection feature shall be active for all a customer’s DNS servers that send data to a DDI Analytics Appliance. Also, users shall be able to configure this feature to be off if desired.
2.4. Related Requirement

Requirement AR_Reqt_2400 below on “Dashboard Display on DNS Hourly Query Rate by Server” displays DNS QPS, and DNS QPS is used here in this DDoS attack requirement.
    .
    .
    .
3. AR_Reqt_1410: Detect DNS Reflection and Amplification Attacks
3.1. Priority

High

3.2. Background

There are numerous articles that describe DNS reflection and amplification attacks, including “What is a DNS Amplification Attack?” at https://kb.isc.org/docs/aa-00897 and “DNS Amplification Attacks” at https://www.us-cert.gov/ncas/alerts/TA13-088A. As stated at the latter site, “A Domain Name Server (DNS) Amplification attack is a popular form of Distributed Denial of Service (DDoS), in which attackers use publicly accessible open DNS servers to flood a target system with DNS response traffic. The primary technique consists of an attacker sending a DNS name lookup request to an open DNS server with the source address spoofed to be the target’s address.”

3.3. User Story

As an administrator, I want a feature that will detect when one or more of my DNS servers are being used in a DNS reflection or amplification attack and warn me when this occurs so that I can mitigate this attack.
3.4. Feature Description

DDI Analytics shall detect DNS reflection and amplification attacks by detecting when an abnormally large number of queries originates from the same client IP address over a time period. (Note that in reflection and amplification attacks, the client IP address is a spoofed address and is the victim of these attacks. Also, note that another way to detect these attacks would be to check for an excessive number of query responses sent to the same destination IP address. However, in that case, if Response Rate Limiting [RRL] had already been configured, the attack would not be reported, and probably most customers would prefer to know when an attack is occurring.)
The threshold value for the number of queries in an attack and the duration of an attack shall be configurable. The default value for the threshold that will trigger an alert shall be 6,000 queries, and the default duration shall be 10 minutes. (Note that this means the threshold is an average of just 10 QPS. Also, note that most web browsers support DNS prefetching for links on a web page. Unfortunately, good information on typical client values for QPS was not found, so the default value here is just an estimate.) The supported ranges shall include a query value of 1 to 9,999,999 and a duration of 5 to 600 minutes.

Users shall configure alerts associated with reflection and amplification detection as per requirement AR_Reqt_1150 above on “Alerting in DDI Analytics.”  To clarify, there is just a single type of alert for both reflection and amplification. Information in alerts (such as log and email messages) shall include the client’s IP address, observed QPS value, and threshold values currently in use.
Documentation and email alerts shall include the following information to help users respond to an attack:
Users may want to view the dashboard display on DNS Top Clients to understand the origin of queries in an attack. Also, to mitigate an attack, users may want to activate DNS Response Rate Limiting (RRL). Various sources, including US-CERT Alert TA13-088A on “DNS Amplification Attacks” at https://www.us-cert.gov/ncas/alerts/TA13-088A, have information on additional possible mitigation actions.
With the default DDI Analytics configuration for this feature (which may require some manual steps), this attack detection feature will be active for all a customer’s DNS servers that send data to a DDI Analytics Appliance. Also, users shall be able to configure this feature to be off if desired.

3.5. Related Requirement

This requirement has similarities to requirement AR_Reqt_2000 below on “Dashboard Display on DNS Top Clients,” which also counts the number of queries from clients.

3.6. Possible Future Enhancement

Some products that detect amplification attacks give extra weighting to queries of type “ANY” and queries for TXT and DNSSEC records, since the resulting large query responses are often used in amplification attacks. This technique could be used in a future release of DDI Analytics.
    .
    .
    .
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